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• Searched the papers t́itle, abstract and keywords

in September 2021

• Databases: Scopus, PubMed, IeeeExplore, the

Association for Computing Machinery (ACM)

Digital Library

• Phrases include in the query: patient health

trajectory, EHR trajectory, patient care pathway,

patient health pathway, patient trajectory

prediction, disease prediction, deep learning,

neural network, electronic health record,

electronic health data, HER, electronic medical

record and healthcare informatics

• We added 21 new relevant papers from

references and authors searches.

• Fig1 shows the filters that applied on the

resulting 119 papers

• We analyzed papers by investigating their

primary challenges and solutions, suggested

architecture, contributions, baseline models

metrics, used data types, dataset and its

availability.

Background and motivations Results

Electronic health records (EHRs) are generated at an ever-increasing rate. EHR trajectories, the temporal

aspect of health records, facilitate predicting patients’ future health-related risks. It enables healthcare

systems to increase the quality of care by early identification and primary prevention. Deep learning

techniques have shown great capacity for analyzing complex data and have been successful for prediction

tasks using complex EHR trajectories.

This systematic review aims to analyze recent studies to identify challenges, knowledge gaps, and ongoing

research directions. Table1 shows an example of a patient´s EHR sequence data.

Materials and Methods

Challenges and solutions

Predicting patients’ future health-related risks is a complex task that is full of obstacles and 

difficulties. We review the most important challenges and suggested solutions as follow:

Conclusion

Publication characteristics

• After 2018, the number of publications has grown about three times from 6 to 17 (fig 2). 

• The main reason for this growth could be the rise in EHR data availability rate and progress 

in deep learning methods and their availability to address data complexity. 
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Fig1: Selected papers inclusion and exclusion flowchart.

Predicted subjects

In order to improve health care service quality, there are many areas where AI can be useful. We

reviewed most frequent topics in table 2.

Type of predicted 
outcome

Outcome Number of papers

Disease prediction All the diseases in the 
next visit 

18

Cardiovascular disease 18

Diabetes 7

Kidney diseases 7

Chronic Obstructive 
Pulmonary Disease

4

Alzheimer's diseases 3

Health-related 
prediction

Mortality prediction 5

Readmission 
prediction

5

• Heterogeneous data

 EHRs consist of heterogeneous data sources with multiple data modalities 

 Each one intends to record specific aspects of patients' health status and different methods 

have used to extract information from these modalities. Fig3 Shows an summary of extracting 

information from different modalities workflow and some of corresponding references. 

• Representation of admission information

 EHRs often have high dimensionality, sparsity and contain a large number of inconspicuous 

relations. 

 In the dynamic approach, networks are trained end-to-end and usually in a supervised 

manner, while in the static approach, we train a separate network for data representation, e.g. 

using unsupervised learning

 Co-occurrence based methods build representation by considering relations within a single 

visit while sequential occurrence focuses on relations in neighbour visits (Fig 4)

• Long term dependencies and irregularity in time

 EHR data are longitudinal by nature where current state of a patient typically depends on 

data for previous visits. 

 Considering the information of past visits is essential. 

 To this end, using RNN, CNN and attention mechanism were the most common ways (Fig5).

• Interpretability and explainability

 Explainability of models' decisions will be essential for acceptance among intended users.

 Here we found methods such as gradient based localization, visualizing attention weights 

and visualizing embedded feature space, in reviewed papers (Fig8).

Identified challenges and directions of future research:  

 Fully handling all aspects of EHR data in a single model is still challenging.

 There is a need to further develop models that can use both structured and unstructured data 

of different sources effectively. 

 Representation methods should consider inter and intra dependencies between and within 

visits to make more accurate models.

 Handling the effect of rare diseases is another obstacle to model EHR data.

 Benchmark datasets to evaluate the accuracy and degree of explainability of NN models in 

this field is required.

 The privacy and fairness of EHRs predictive models need more investigations.

Table2: The most frequent predicted topics in reviewed papers.Fig2: Number of publications per year in collected papers.

Fig3: Used methods to handle data heterogeneity in revied papers.

Fig4: Different data representation methods in reviewed papers.

Fig5: Different ways to deal with long term dependencies in reviewed papers.

Fig6: Explainability methods that used in reviewed papers.

Table1: An example of a patient´s EHR sequence data and its different parts from MIMIC-III dataset.


